
  

  

Abstract— Early Warning Systems (EWS) are a crucial tool 
for public health, providing time for agencies to devise and 
enact control and mitigation measures in the face of emerging 
health threats. EWS offer similar benefits to agencies that 
manage other domains such as natural disasters or financial 
markets. After surveying various EWS, we developed a novel 
framework for characterizing EWS across domains. Key to this 
framework is the characterization of EWS’s domain and focal 
event; whether its aim is prediction, detection, or warning, 
whether its focus is model, systems, or infrastructure; the 
extent of human intervention required; and its input data. We 
believe this framework is quite novel, but more importantly, it 
serves as a reference to chart future projects. We use it to 
verify that an opportunity exists in developing a public health 
EWS that integrates a spectrum of inputs from Web 2.0 and 
social media data, data from sensors, data from, say, electronic 
health records, as well as human opinions and behaviors.  
 

I. INTRODUCTION 

Google Flu Trends is an example of how advances in how 
we use the Web are leading to novel means of addressing 
public health issues. It is a Big Data application in which the 
premise that noticeable increases in searches for flu-related 
terms in a given geographical location is correlated with an 
increase in flu occurrences in that area can be used as a proxy 
for flu activity to inform individuals and public health policy-
makers [1, 2]. In a similar vein, there are applications that 
leverage social media and Web 2.0: Increases in Twitter 
feeds and use of flu-related hashtags [3], and even prediction 
markets are used as proxies for flu activity [4]. There are 
myriad of different works that address use of Big Data, social 
media, and Web 2.0 applications for public health 
surveillance such as flu monitoring in South China [5], 
monitoring interest in preventable causes of death (e.g. 
smoking and obesity) in the US [6], and tracking kidney 
stone incidences [7]. Beyond their roots in Web and social 
computing, another commonality amongst these efforts is 
their reliance upon the Web as a convenient, large-volume, 
proxy representation of the collective public health 
concerns—as expressed as search queries or tweets—of a 
population in a certain area during a certain time period. The 
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purpose is for monitoring and surveillance of phenomena 
relevant for public health.  

A more general application in which variety of data 
analysis methods  are applied to varied forms of data for 
public health, and which pre-dates Web 2.0, represents a 
topic of research and practical interest under the labels of 
syndromic surveillance [8] and digital disease detection [9]. 
Much more generally, a domain-independent term for such 
systems that encompass other modes of surveillance such as 
human observations and control sensor inputs is Early 
Warning Systems (EWS) [10, 11]. 

The purpose of this paper is bridge that gap between the 
very specific—aggregating Web 2.0 and social media data as 
a proxy for incidences of public health phenomena—to the 
very general—Early Warning Systems. By outlining a 
framework that characterizes how an application like Google 
Flu Trends is an instance of an Early Warning System, this 
paper represents a first step in our efforts to incorporate and 
integrate social media and Web 2.0 data analytics to other 
public health syndromic surveillance/disease detection 
system capabilities. 

II. EARLY WARNING SYSTEMS IN DIFFERENT DOMAINS 

A. Public Health and Medical Applications 
Incorporating both data about patients such as time and 

place of their hospital visits along with specific DNA tests on 
them, Mellman et al. [12] propose early warning algorithms 
for the MSRA bacteria, which causes treat staph infections 
that are often difficult to treat. Hethcote surveys such 
mathematical models of infectious diseases [13]. Izydorczyk 
et al. [14] present work that is typical of studies that focus on 
drawing causal relationships that can be used to provide early 
warnings. In their work, they show that increases in water 
fluorescence can be a marker for heightened levels of 
bacteria that cause bad odor and taste in water. In another 
work, factors like ventilatory frequency, heart rate, body 
temperature, and blood pressure of incoming patients are 
used to provide early warnings of increased mortality risk 
[15]. Sometimes when causal factors are well-understood and 
dominant factors can be measured, early warnings with 
significant lead time may be possible. Thompson et al. [16] 
show that ocean-atmosphere climate models can predict 
malaria incidences in African up to four months in advance. 

Rather than focus on algorithms and causal modelling, 
some EWS works focus on systems aspects, i.e. how 
warnings are triggered and how alerts are given. ProMED-
mail collates information about plant and animal diseases 
useful to agriculturalists, as well as about zoonosis 
possibilities, and posts them on Websites and alerts 
subscribers [17]. Or in another, Britain planned for a national 
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infrastructure for an early warning system for public health 
[18]. 

Finally, most early warning systems are driven by manual 
intervention; that is, organizations such as World Health 
Organization (WHO) and the Centers for Disease Control 
(CDC), for example, have standard operating procedures and 
protocols that are followed by doctors, nurses, hospital 
administrators, and public health and other governmental 
officials to determine how early warnings for outbreaks and 
other concerns are initiated and escalated [19]. For example, 
in the SARS outbreak of 2003, Dr. Carlo Urbani of the WHO 
was instrumental in attending to a SARS patient, recognizing 
the patient’s illness as something new, and then escalating 
that finding to the WHO: “Working in a hospital in Hanoi, 
Vietnam, as a mysterious pneumonia felled one nurse after 
another, he sang out the first warning of the danger, saw the 
world awaken to his call — and then died” [20]. In the case 
of SARS, tools like ProMED-mail and Global Public Health 
Intelligence Network (GPHIN) were then used to ensure that 
warnings were accurate and disseminated and heeded 
appropriately worldwide. GPHIN is a multi-lingual early 
warning system that gathers publicly available reports on a 
real-time basis, and organizes and filters this information 
using automated processes complemented by human analyses 
[21]. Whether it’s Dr. Urbani’s efforts leading to 
disseminating information using ProMED-mail, or it’s 
GPHIN’s use entailing automated processes complemented 
by human analyses, the SARS case illustrates that early 
warning systems practically entail complementary automated 
and manual processes.  

In 2004, an EWS was set up in war-torn Darfur, Sudan to 
warn and manage outbreaks of disease amongst refugees 
living in close quarters across 54 camps, encompassing an 
effective population of refugees and city inhabitants nearly 
totaling one million [22]. The EWS provided value as a 
common information system where health care workers 
working in different camps could input and share patient data 
and their insights, and where they could escalate an early 
warning to the WHO and their peers. As in the SARS case, 
proper EWS use required effective execution of 
complementary automated and manual processes.  

These highlighted works are but a few of the many efforts 
that fall under the area of early warning systems for public 
health and medical applications. In fact, there are many 
survey papers, which fall under mainly two categories: 
general syndromic surveillance, digital disease detection, or 
biosurveillance [23-27]; and systems using Web 2.0, Big 
Data search queries, and social media [28-30]. 

B. Natural Disaster Applications 
There are many early warning systems that aim to warn 

of impending natural disasters. Gasparini et al. classify those 
for earthquakes [31]. Most systems for earthquakes interpret 
readings from ground sensors and can give fairly accurate 
warnings 6-10 seconds before an event [32]. The aim of the 
PRobabilistic and Evolutionary early warning SysTem 
(PRESTo) project in southern Italy is more expansive insofar 
as it encapsulates real-time earthquake location and 
magnitude estimation algorithms as a software tool [33]. 
Therefore there is focus on both early warning algorithms 
and the IT or systems aspect of an EWS. By far, the most 

expansive is Japan’s earthquake early warning system, 
especially in its use of infrastructures like television and 
cellular networks as well as the Internet for warning 
dissemination. However, the warnings are alerted after an 
earthquake event, not before [34]. Interestingly, there are 
efforts that exploit the phenomenon that animals as varied as 
dogs, horses, and toads sometimes exhibit anomalous 
behavior prior to an earthquake [35]. They aim to use animal 
behavior as indirect, proxy predictive sensors for an 
earthquake, which provides the benefit of greater lead-time 
for warning but with accuracy much lower than ground 
sensor-based predictions. There is even an interesting effort 
to integrate tweets, along with their geo-tags and other tweet 
meta-data, with earthquake data shortly following an 
earthquake event to give an accurate estimate of ground 
shaking intensity [36]. 

Closely related are tsunamis, which are usually triggered 
by earthquakes or volcano eruptions in the ocean. A key 
difference is that because of the lag between the earthquake 
event and its impact on distant coastal populations, there can 
be time to react and prepare for the tsunami. After the 
devastating Indian Ocean tsunami of 2004, the German 
Indonesian Tsunami Early Warning System (GITEWS) 
established an extensive system and infrastructure, 
employing components like communication satellites, 
simulation models, GPS buoys, pressure sensors in the 
seabed, and a warning center. There are other systems that 
focus on warning the population for events such as hurricanes 
[37], heat waves [38], tornadoes [39], and famines and 
droughts [40]. For all these, a time dimension is an important 
way to characterize the different types of early warning 
systems: “early warning systems provide tens of seconds of 
warning for earthquakes, days to hours for volcanic 
eruptions, and hours for tsunamis. Tornado warnings provide 
minutes of lead-time for response. Hurricane warning time 
varies from weeks to hours.  Warning time, provided by 
warning systems, increases to years or even decades of lead-
time available or slow-onset threats (as El Nino, global 
warming etc.)” [41]1. 

C. Other Applications 
Some examples of early warning systems efforts that 

focus on algorithms and analytics include those for predicting 
future financial crises [42], early detection in strategic 
planning [43], and even suspicious betting on soccer matches 
[44].   

More elaborate early warning systems that integrate such 
analytics with information systems and infrastructures exist 
for terrorism surveillance [45], surveillance of financial 
crimes such as money laundering [46], for automatic 
monitoring of vehicle collisions [47]. 

Numerous other health, disaster, and miscellaneous early 
warning systems exist that we did not catalogue. 
Nevertheless, we have surveyed enough of the literature to 
characterize the space of early warning systems.   

III. ANALYSIS OF EARLY WARNING SYSTEMS 

One characterization is what is the event for which an 
early warning system is developed? Is it clearly understood 
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and identifiable, as is the case with occurrences of 
earthquakes, hurricanes, and common forms of influenza? 
For those types of events, sensors and input filters can be 
instrumented to warn of the event. Or is the event more 
difficult to clearly identify, as was the case with SARS, 
where it was known that there was a spread of an infectious 
disease but the disease itself was not well understood. 
Similarly, in 2008-9, the world knew that it was in the throes 
of a financial crisis but it was not a particularly well 
understood. In the parlance of the Black Swan theory [48], it 
is worthwhile to ask if the event to warn for is a “known 
known” (where means to identify and manage a well-
understood event are well-established as in outbreaks of the 
common flu); a “known unknown” (where means of 
identification and management are well-established, but the 
event itself is not well-understood as with SARS [a disease 
previously unknown] or a natural disaster like earthquake  or 
flash tornado that occurs and devastates with little warning). 
If the event is an “unknown unknown,” (where before the 
event, such an event was not foreseen as with 9/11 or the 
collapse of Lehman Brothers), only a domain-independent 
EWS would be of use. 

Related to the Black Swan theory is the extent to which 
we can control the event. Climatology and meteorological 
models may allow us to effectively predict famines and 
droughts, hurricanes, and heat waves with reasonable lead 
times to prepare for the event.  So prediction is possible. With 
tools like Google Flu Trends and effective communications 
amongst healthcare institutions, policy makers in developed 
countries can expect reasonably early detection of the 
common flu. Because SARS was a “known unknown” that 
started in a developing country with a government that was 
initially not transparent about the outbreak, early detection 
did not occur, at least not to the extent necessary to avoid the 
virus being carried to other countries and continents. 
However, with the co-operation of the Chinese government 
and the work of dedicated professional like Dr. Urbani, early 
warning of SARS arguably did occur, aided by systems such 
as ProMED-mail and GPHIN. The key aspect of Japan’s 
earthquake early warning system or Indonesia’s tsunami 
warning system, and the reason why the systems use critical 
infrastructures and are so large in scale, is that the focus is on 
alerting the population, i.e. widespread warning.  

Further characterization evaluates the early warning 
system itself. Where is the focus placed on the effort? Is the 
focus on the mathematical models and algorithms for disease 
detection? Is it on the Big Data processing and social media 
text mining algorithms necessary to draw inferences about flu 
activity?  Or does it have an IT and systems focus, as does 
ProMED-mail, GPHIN, and the system used in Darfur to 
warn of infectious outbreaks?  Some systems aim to integrate 
the analytics and algorithms with IT and systems necessary to 
provide early warning to those who may benefit from them. 
Google Flu Trends and PRESTo system for earthquake 
detection in Italy are integrative that way. Finally, some like 
Japan and Indonesia’s systems have as their main aim to 
provide warnings to as many as possible so they use IT and 
systems in a much larger scale, using critical infrastructures 
and sensor networks to prepare the population. 

Related to the focus is the extent to which the processes 
performed by the Early Warning System are manual or 
automated. How important is human intervention in the 
operation of the system? The researcher who writes a paper 
on an epidemiological model of disease outbreak, the Google 
engineer who tweaks parameters for Flu Trends, Dr. Urbani 
for SARS, the doctors using the system in Darfur, the 
operators who runs Japan’s earthquake system, and even the 
driver who uses the early warning system to avoid a collision 
all play different roles.  

Finally, what type of data is used as inputs to the early 
warning system? Is it digitized; that is, is it in electronic form 
or is observational or conversational, as in Dr. Urbani’s 
actions that escalated SARS as of interest to the WHO. What 
is the source of the data? Is it from the publicly accessible 
Web? Is it from electronic health records or other privileged 
databases? Is it from a sensor network?  How formal is the 
electronic data represented? Is it free form text that requires 
natural language processing? Is it semi-structured data like 
search terms, keywords, or hashtags? Is it structured data 
from a domain-independent data model like, say, Twitter 
time and location metadata? Or is it structured data from a 
domain model like, say, patient’s electronic health records? 
Or is it structured data coming from a sensor, say, a medical 
device? 

IV. A FRAMEWORK FOR CHARACTERIZING EARLY 
WARNING SYSTEMS 

Though there are a myriad of different EWS, surveys of 
such works nearly always appear to be done with respect to a 
given domain. When EWS across domains are compared, the 
emphasis is on domain-independent modelling techniques 
[10], does not entail systematic characterization [49], or is not 
truly domain-dependent but rather is applicable for a class of 
domains, e.g. for disaster and environmental applications 
[41]. 

So based on our analysis, here is a novel framework for 
characterizing an Early Warning System. 

 What is its domain? 

 What is the event for which a warning is needed? 

 Is it a “known known,” “known unknown,” or 
“unknown unknown” event? 

 To what extent can the event or its outcome be 
controlled? 

 Is the aim prediction, early detection, early 
warning, or widespread warning? 

 Where is its focus? 

 On early warning models, algorithms, and 
analytics? 

 On IT and systems 

 IT and systems at the scale of critical 
infrastructure use 

 Integrative—i.e. on more than one foci 

 What is the extent and importance of human 
intervention in its operations? 

 



  

 What kind of data input is required? 

 Is it digital or not (i.e. conversations or 
observations that trigger the system)? 

 What is the source of the data? Is it from the 
publicly accessible Web, privileged databases 
like electronic health records, or sensors? 

 How formal is the representation? Is it freeform 
text, semi-structured data, structured data with a 
limited accompanying domain model (e.g. 
simple metadata), or structured data with an 
accompanying data model (or ontology). 

V. CONCLUSION 

We surveyed works in Early Warning Systems in public 
health and medical domains, as well as in natural disaster and 
miscellaneous domains. After reviewing these works, we 
developed a novel framework for characterizing EWS across 
domains. Key to this framework is the characterization of 
EWS’s domain and focal event; whether its aim is prediction, 
detection, or warning, whether its focus is model, systems, or 
infrastructure; the extent of human intervention required; and 
its input data. 

Beyond the novelty of this framework, we use it to plan a 
roadmap for our future works in using Web and social media 
for public health applications. Can we for instance, use data 
from these sources to make a model that is more predictive, 
not one that is useful mainly for early detection as is the case 
with Google Flu Trends? Or can we integrate data from these 
sources with data from other sources such as privileged 
databases and sensor networks? So as to be economical, can 
we integrate the data as a fully- or semi-automated process? 
Can we ensure that human opinions and behaviors can also 
be sufficiently integrated? We are able to more objectively 
raise and answer these kinds of questions as a result of 
developing our framework. 

Finally, the framework also allows us to more objectively 
classify and understand merits of others’ recent works. For 
instance, what makes the effort to combine tweets following 
an earthquake with their locational, time, and relational 
metadata, as well as other earthquake data [36] so 
interesting? Based on the framework, we believe it is because 
the effort endeavors to integrate a wide spectrum of input 
data types from free form and semi-structured tweets to 
structured tweet metadata to structured data from earthquake 
databases to structured data from ground sensors.  
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